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Abstract

& Significant advances in cognitive neuroscience can be
achieved by combining techniques used to measure behavior
and brain activity with neural modeling. Here we apply this
approach to the initiation of rapid eye movements (saccades),
which are used to redirect the visual axis to targets of interest.
It is well known that the superior colliculus (SC) in the
midbrain plays a major role in generating saccadic eye
movements, and physiological studies have provided impor-
tant knowledge of the activity pattern of neurons in this
structure. Based on the observation that the SC receives
localized sensory (exogenous) and voluntary (endogenous)
inputs, our model assumes that this information is integrated

by dynamic competition across local collicular interactions.
The model accounts well for the effects upon saccadic reaction
time (SRT) due to removal of fixation, the presence of
distractors, execution of pro- versus antisaccades, and variation
in target probability, and suggests a possible mechanism for
the generation of express saccades. In each of these cases, the
activity patterns of ‘‘neurons’’ within the model closely
resemble actual cell behavior in the intermediate layer of the
SC. The interaction structure we employ is instrumental for
producing a physiologically faithful model and results in new
insights and hypotheses regarding the neural mechanisms
underlying saccade initiation. &

INTRODUCTION

An established principle in neuroscience is the distrib-
uted nature of brain processes. One consequence of
multiple processing streams (e.g., Milner & Goodale,
1995; Ungerleider & Mishkin, 1982) is that to produce
appropriate behavioral responses, there must be me-
chanisms of information integration. A well-studied ex-
ample of this principle is that of saccadic eye
movements. At any moment in time, there is only one
location to which we can direct our foveae despite the
fact that many potential targets may be present. Select-
ing the target for a saccade entails the integration of
multiple sources of information. One proposed location
for the integration of signals from several information
processing pathways in the brain is the intermediate
layers of the superior colliculus (SC), a midbrain neural
structure receiving convergent afferents from a multi-
tude of cortical and subcortical visual and cognitive
centers related to eye movement control (see Sparks
& Hartwich-Young, 1989 for a review). The SC, in turn,
sends extensive projections to the brainstem premotor
circuitry to trigger saccadic eye movements (Moschova-

kis, 1996). The SC therefore functions as a crucial
integrative structure between higher cortical processing
centers and the brainstem premotor circuit. In this
article, we develop and describe a simple neural field
model of this integration mechanism. We show that the
dynamic properties of this model can account for many
observations related to the timing of the initiation of
saccadic eye movements in primates and that the beha-
vior of this model’s artificial neurons (nodes) closely
reflects the activity patterns of real neurons in the
intermediate layers of the SC.

Kopecz (1995) (see also Kopecz & Schöner, 1995)
demonstrated that some saccadic reaction time (SRT)
behaviors can be modeled by a mechanism where two
kinds of signal, visual (exogenous) and instructional
(endogenous), converge within a dynamical integration
layer employing lateral interactions characterized by
short-distance excitation and long-distance inhibition.
In this article, we take this idea further in several
important ways. First, we report on our physiological
evidence demonstrating that such a dynamic mechanism
could indeed be realized in the SC. Second, we advance
the hypothesis that the mechanism outlined by Kopecz
and Schöner is located in the intermediate layers of the
SC and we compare the performance of the model both
with behavioral data in humans and monkeys and with
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recordings of SC cell activities in monkeys. Third, we
make successive modifications to the model to more
closely reflect the activity patterns of cells in the inter-
mediate layer of the SC while maintaining a reasonable
fit to the performance data (SRTs). Finally, we demon-
strate the robustness of our model by its ability to
simulate behavior and cell patterns when the system is
subjected to a variety of well-studied oculomotor tasks
while changing only task-related parameters of the
model.

As mentioned above, the SC is known to be a critical
structure for massive convergence of inputs from a
multitude of cortical and subcortical areas involved in
sensory, motor, and attentional processing. In order to
simplify the model, we classify inputs to the SC into
two broad, conceptually defined classes using the
terms ‘‘exogenous’’ to refer to only marginally pro-
cessed sensory inputs (corresponding to Kopecz and
Schöner’s visual input), and ‘‘endogenous’’ (corre-
sponding to Kopecz and Schöner’s instructional input)
to refer to voluntary inputs, which are dependent on
task-related instructions or expectancies (Klein, King-
stone, & Pontefract, 1992; Posner, 1980). Although
exogenous and endogenous signals can have their
origin in sensory inputs from various modalities, in this
article, we concentrate mainly on visual signals. Before
introducing some of the key attributes of the model,
we will first discuss the manipulations against which it
will be tested.

Gap Effect

A global reduction in SRTs to all target locations occurs
with removal of a centrally foveated fixation point prior
to the presentation of a peripheral target compared to
the condition in which the fixation point is not re-
moved (Reuter-Lorenz, Hughes, & Fendrich, 1991).
This reduction in SRT, associated with the introduction
of a ‘‘gap’’ period between fixation point disappear-
ance and target appearance, was first characterized by
Saslow (1967) and has been termed the gap effect. It
has been demonstrated that the gap effect has both an
exogenous and an endogenous component. Removal
of the fixation point results in an automatic (exogen-
ous) fixation disengagement, which is associated with
changes in the discharge rates of fixation-related neu-
rons in the SC (Dorris & Munoz, 1995; Dorris, Paré, &
Munoz, 1997). In addition, the removal of the fixation
point acts as a timing or warning signal that allows the
subject to prepare to make a saccade by endogenously
disengaging from fixation in advance of the impending
target. This endogenously driven warning effect can be
replicated by maintaining the fixation point throughout
a trial while presenting an auditory warning signal just
prior to target presentation (Taylor, Kingstone, &
Klein, 1998; Reuter-Lorenz et al., 1991; Ross & Ross,
1981).

Distractors

Experiments with distractors provide useful data for
exploring the effects of competing visual exogenous
inputs. In these experiments, two visual signals are
presented, one of which is defined—by instruction—as
task-relevant (target), the other of which is defined as
task-irrelevant (distractor) and is therefore presumed
not to generate an endogenous component. Distractors
presented simultaneously far or near from a saccadic
target increase or decrease SRTs, respectively (Walker,
Deubel, Schneider, & Findlay, 1997; Corneil & Munoz,
1996). This paradigm can also be used to study effective
collicular interactions that are critical for quantifying the
structure of our model (Olivier, Dorris, & Munoz, 1999).
We have estimated this interaction by recording cellular
activity in the SC of nonhuman primates during a dis-
tractor experiment wherein irrelevant stimuli are pre-
sented shortly before target onset. Recordings of cellular
activity reveal a direct influence of distractors, which we
assume to be purely exogenous, upon neuronal prelude
activity in advance of target-directed saccades, which we
assume have an endogenous component.

Pro- Versus Antisaccades

By comparing the typical prosaccade task (look at a
target) with an ‘‘antisaccade’’ task, in which one stimulus
is presented but the correct response is to look in the
opposite direction, one can explore the consequence of
placing exogenously and endogenously activated sacca-
dic programs in direct conflict with one another. To
perform the ‘‘antisaccade’’ task correctly, incorrect re-
flexive prosaccades must be inhibited and extra time must
be taken to generate the proper metrics of the antisac-
cade (see Everling & Fischer, 1998 for a review). Consis-
tent with human performance data, our model produces
antisaccades with longer latencies than prosaccades.

Target Expectancies

We discuss experiments in which endogenous signals
related to expectations are varied systematically by pre-
senting saccadic targets at locations with varied prob-
ability of target appearance (Basso & Wurtz, 1998; Dorris
& Munoz, 1998; Simpson & Klein, 1997; Trappenberg
et al., 1997; Carpenter & Williams, 1995; Klein & Ponte-
fract, 1994). We demonstrate that our model is able to
reproduce not only the behavioral pattern of humans
(Simpson & Klein, 1997) and monkeys (Dorris & Munoz,
1998), but also the activity profiles of neurons in the SC
reflecting endogenous signals (Dorris & Munoz, 1998).

Express Saccades

When an exogenous target is coupled with endogen-
ously generated saccadic preparation (i.e., high prob-
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ability or training to specific target location) and exo-
genously generated disengagement from fixation (due
to removal of the fixation stimulus), the result can be an
extremely fast mode of SRTs known as express saccades
(see for reviews Paré & Munoz, 1996; Fischer & Weber,
1993). We discuss and demonstrate how such extremely
fast SRTs and a bimodal distribution of SRTs are pro-
duced within the framework of our model.

THE MODEL

Our model is purposely kept on a level of description
intended to stress how the simple mechanism of ‘‘dy-
namic-integration-by-competition’’ influences SRTs. Si-
milar models with competitive interaction, often
termed simply ‘‘neural field models,’’ have been pro-
posed for other brain areas (see, e.g., Jancke et al., 1999;
Samsonowich & McNaughton, 1997; Taylor & Alavi,
1995, 1997; Usher, Stemmler, Koch, & Olami, 1996),
suggesting that this class of model may be capturing a
fundamental mechanism of brain information proces-
sing (Desimone & Duncan, 1995). However, it is im-
portant to note that the details in our model are
designed specifically to account for how the neuronal
activity within the intermediate layers of the SC can
produce saccadic behavior in a range of situations
involving the interaction of endogenous and exogenous
signals.

Model Architecture and Dynamics

Saccade-related neurons in the intermediate layers of
the SC can be classified on the basis of discharge
characteristics in oculomotor tasks. For example, Munoz
and Wurtz (1993, 1995a) classified these neurons into
fixation, buildup, and burst neurons. Fixation neurons,
located at the rostral pole of each colliculus, display
tonic activity during periods of fixation and have a pause
in their discharge associated with saccades (Munoz &
Wurtz, 1993). The majority of both burst and buildup
neurons, located more caudally in the SC, have a high
frequency burst of activity associated with the presenta-
tion of visual stimuli and generation of saccades into
their response fields (Munoz & Wurtz, 1995a). Buildup
neurons, in addition, have low frequency activity that
begins during the delay period of many oculomotor
tasks, such as the gap paradigm, which is reciprocal to
the decrease in activity in fixation neurons during this
same period (Dorris & Munoz, 1995; Dorris et al., 1997;
Munoz & Wurtz, 1995a). These three classes of neurons,
in turn, project to the brainstem reticular formation
(Istvan, Dorris, & Munoz, 1994) where the final stage
of the saccade-generating circuitry is located (Moscho-
vakis, 1996).

The structure of our model of the intermediate layer
of the SC is outlined in Figure 1A. The central nodes
represent fixation neurons (green) in the rostral pole of

the SC, whereas peripheral nodes represent buildup
neurons (blue) and burst neurons (red) of the left and
right colliculus, respectively. It should be noted that
fixation nodes are essentially buildup nodes with foveal
as opposed to peripheral receptive fields. We use this
one-dimensional structure to generate the simulations
illustrated in this article. It has been shown that the
important characteristics of such a one-dimensional
model (Amari, 1977) generalize to higher dimensions
(Taylor, 1999; Konen, Maurer, von der Malsburg, 1994).
Neurons in the SC are modeled as simple nodes. The
time dependent internal state of the nodes is denoted by
ui(t) and is intended to simulate the average membrane
potential of the neurons. The activity A(t) of a node is
given as a nonlinear function of its internal state using a
common sigmoidal function:

Ai…t† ˆ 1
1 ‡ exp…– ui…t† ‡ ³†

…1†

with parameters and ³ defining the steepness and the
offset of the sigmoid, respectively. When comparing the
model’s behavior to that of the biological system it
represents, the activation level of a node is interpreted
as an average firing rate. Whereas our model is, thus,
expressly at the level of average firing rates, it is
important to note that the effects we describe would
be expected in corresponding models with spiking
neurons (Trappenberg, 1998a, 1998b).

The dynamics of the internal state ui(t) of a node with
index i (which corresponds to its spatial location within
the map) can be described by the following differential
equation:

dui…t†
dt

ˆ – ui…t† ‡
j

wij Aj…t† ‡ Iin
i …t† – u0

‡a …t† …2†

where is a time constant, wij is the synaptic efficacy
(weight) from node i to node j, Aj is the activity of node
j, and Iin describes the input from other noncollicular
areas (such as cortical and subcortical inputs) into this
cell assembly. The value of the global constant u0 is the
only difference between burst nodes and buildup/
fixation nodes. This constant is set to zero for buildup
nodes, whereas the burst nodes receive a strong global
inhibition during active fixation, which ceases only after
the discharge of buildup nodes reach a certain threshold
(see section on the choice of parameters for more
details).

The last term, (t), is a random variable introduced to
simulate fluctuations in the oculomotor circuitry (Dorris,
Paré, & Munoz, 2000; Ratcliff, Van Zandt, & McKoon,
1999). Here, we use a normally distributed random
variable, = N(0,1), and adjust the strength by a factor
a . This term was used to verify that the findings are
stable under conditions resembling the fluctuations in
the waveforms derived from the cell recordings. How-
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ever, most of the simulations do not require this noise
and it is therefore omitted to display more clearly the
average behavior of the system. In this article, the noise
term is only used to simulate SRT distributions when
discussing express saccades (see section on Express
Saccades).

Converging Exogenous and Endogenous Inputs

Factors influencing saccade initiation can be broadly
categorized into exogenous and endogenous domains
(Klein & Shore, 2000; Forbes & Klein, 1996; Kopecz,
1995). Our model SC layer therefore receives two

types of input: exogenous (exo) and endogenous
(endo),

Iin ˆ Iexo ‡ Iendo …3†

where both types of input have a Gaussian spatial shape,
so that the input at location k is given by:

I exo;endo
i …k† ˆ aexo;endoexp

…k – l†2

2¼2
in

…4†

when the signal is centered at location l. The width of
the Gaussian was derived from the shape of movement
fields of saccade-related neurons in the monkey SC
(Munoz & Wurtz, 1995b). However, the precise spatial

Figure 1. (A) Model architec-
ture reflecting the intermediate
layer of the SC with fixation
cells (green), buildup cells
(blue), and burst cells (red).
The inputs to this layer are
classified as exogenous and
endogenous. Their respective
time course is shown schema-
tically corresponding to an on-
set and offset. Both inputs have
a Gaussian spatial distribution
not shown in the figure. (B)
Discharge pattern of buildup
cells in the distractor experi-
ments. Upper row: cell record-
ing data. Second row: model
simulations. The corresponding
presentations of the fixation
(F), target (T), and distractor
(D) are shown at the bottom. In
the left column, no distractor
was presented, whereas the
remaining graphs show results
with a distracor in near (middle
column) and remote (right
column) proximity to the tar-
get. (C) Schematic outline of
distractor locations in visual
space. The distractor locations
in each experiment, when con-
verted to anatomical positions
within the SC, are shown as
black points in (D). (D) Two
examples of the influence of the
distractor on the buildup activ-
ity of buildup cells in the
intermediate layer of the SC.
White point: estimated pre-
ferred direction of the recorded
cell from the maximal en-
hancement of buildup activity
by a distractor. Black point:
estimated center of the recep-
tive field corresponding to the
distractor location. The color
scheme represents the distrac-
tor-related enhancement
(reduction in dark blue) in
buildup activity in spikes/sec.
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form of the input is not critical for the findings in this
article, because information is also spreading laterally
within the SC through the effective pathways therein
(see below).

The position and the time of onset (and offset) of
events leading to inputs to the model depend upon
experimental conditions. The exogenous input derives
from sensory information reaching the SC without
extensive information processing and is hence taken
to follow closely the onset of a visual stimulus in the
periphery with a delay (texodelay). In contrast, endogenous
input requires interpretation by higher processing
centers to determine the behavioral response that
would be appropriate for the given task instructions.
For example, in the simultaneous distractor paradigm
(Figure 3B, 0 msec condition), exogenous inputs asso-
ciated with the target and distractor are equivalent
except for location (they activate different regions of
the one-dimensional field). The endogenous input is
delivered only to the region representing the correct
response (target). The longer time (tendo

delay > texodelay) for
endogenous input due to additional, presumably cor-
tical, processing.

From the point of view of the model, these two types
of input differ not only in their latency, but also in their
temporal dynamics (time-course). Although there is
little direct evidence on the time-course of exogenous
inputs to the SC, cell recordings do reveal a transient
component closely following the appearance or disap-
pearance of an external stimulus, which we identify with
the exogenous signal. We therefore model the time-
course of exogenous inputs as:

on;off
d I exo

i …t†
d t

ˆ – I exo ‡ I
exo …t – ton;off – texo

delay† …5†

where we included a transient offset component as
suggested by Kopecz (1995) to conform with behavioral
data.

Even less can be said about the time-course of en-
dogenous signals. Hence, we also follow Kopecz (1995)
by making the simplest choice of a signal, which is
simply switched on and off at the appropriate time:

I endo…t† ˆ
I

endo
if ton ‡ tendo

delay µ t µ toff ‡ tendo
delay

0 else

…6†

The onset and offset of endogenous signals in the brain
are likely to be more gradual. However, the simple
form of Equation 6 is sufficient for our purposes in this
article.

The Lateral Interaction Structure

The critical feature of our model, which will be central
to the explanation of the sensitivity of SRTs to various

experimental manipulations, is the effective interaction
structure within the SC layer. Both anatomical (Olivier,
Porter, & May, 1998; Behan & Kime, 1996; Mize, Jeon,
Hamada, & Spencer, 1991) and physiological (Meredith
& Ramoa 1998; Munoz & Istvan, 1998; McIlwain, 1982)
studies have found evidence for lateral interactions
within the SC. Particularly pertinent is evidence for
short-distance excitation within the SC including inter-
collicular excitatory connections between fixation neu-
rons in the opposite SC and for long-distance
inhibitory connections within each colliculus and be-
tween colliculi.

The essence of these studies is captured by the choice
of the interaction matrix w that depends only on the
spatial distance between nodes and is positive (excita-
tory) for short distances and negative (inhibitory) be-
tween nodes far apart from each other. From our
measurements, described below, we found that the
following parameterization is adequate to describe the
interaction structure within the SC:

wij ˆ aexp
– … j – i†2

2 2
a

– bexp
– … j – i†2

2 2
b

– c …7†

We do not consider any learning effects, and will
therefore keep the interaction (weight) matrix w
constant throughout the simulations. A similar form of
interaction was assumed by Kopecz (1995) and Kopecz
and Schöner (1995), and was most notably found by
Arai, Keller, and Edelman (1994) after training a
recurrent network using spatio-temporal data from cell
recordings of the SC in monkeys. It should be noted that
this effective interaction pattern need not result from
neural mechanisms within the SC alone. This form of w
could, for example, result from a combination of short-
range excitatory SC neurons and a target-sensitive
inhibition from other brain areas. A prime candidate
for extra-collicular inhibition would be projections from
the substantia nigra pars reticu-lata of the basal ganglia
(see Hikosaka, 1989 for a review).

Amari (1977) has studied models with a similar
interaction structure and demonstrated that several
different classes of asymptotic behavior emerge from
the internal connections in such structures when ex-
ternal input is removed. First, in the case of a strong
mutual excitation of each cell resulting from the lateral
interactions and the global constant u0, there will be a
global buildup of activity with potentials growing with-
out bound. Certainly, this region of the parameter
space is not desirable in our model. Second, in the
case of a strong mutual inhibition, the activity will
globally decay resulting in an asymptotic inactive neu-
ronal assembly. Third, there is a parameter region
(characterized by neither strong mutual inhibition nor
excitation), where large localized areas of active cells
are stable. Kopecz (1995) and Kopecz and Schöner
(1995) argued that this region is of particular interest
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for describing saccadic eye movements. However, these
classes describe the asymptotic behavior of the model
without external input. In our simulations, we always
assume some input (at least endogenous), and under
this assumption, the distinction between the last two
classes becomes less critical. Indeed, our model oper-
ates mostly in the second domain, which is another
minor departure from the simulations by Kopecz and
Schöner.

Choice of Parameters

There are a variety of parameters in the model that are
not given a priori and for which appropriate values must
be chosen for the numerical simulations. Our choice was
thereby guided by experimental measurements or by
selecting reasonable values when direct experimental
measurements were not available. The values used
throughout this article should be seen as examples for
which the model exhibits dynamic effects closely resem-
bling the observed cellular and behavioral findings. Our
findings are nevertheless stable in the sense that we
achieved similar results when the variables are changed
within a reasonable range.

Our goal is to outline the mechanism leading to the
typical pattern of variability of SRTs in several paradigms
in primates. A further goal was to verify that various
findings in behavioral and physiological studies can be
reproduced consistently within the same model. We
therefore kept the system parameters constant between
the simulations of the various paradigms, and altered
only the parameters associated with the signals (ampli-
tude and timing), which are plausibly paradigm-depen-
dent. It is important to note that we were primarily
interested in a qualitative fit, and did not attempt to
fine-tune the parameters to match exactly the SRTs
reported in human and monkey studies. The para-
meters might also vary within individuals and are pre-
sumably different between humans and monkeys.
However, the general trend of SRTs in the paradigms
explored remains consistent throughout. The para-
meters of our model, and the specific values used in
the simulations described in this article, are briefly
rationalized below.

Architectural Parameters: N = 1001, ¢t = 1 msec

All simulations reported in this article were done with
N = 1001 nodes, 501 buildup nodes and 500 burst
nodes, reflecting 5 mm of each colliculus. This number
of nodes is sufficient to capture the continuous spatial
behavior of the model. The integration step was usually
set to 1 msec, which provides a temporal grain sufficient
to approximate the continuous dynamics reasonably
well. Simulations were also verified with considerably
smaller as well as larger time steps and with different
numbers of nodes.

Input Parameters: in = 0.7 mm, t exo
delay = 70 msec,

t en do
delay = 120 msec, on = 10 msec, off = 70 msec

The width of input stimuli reaching the nodes was taken
to be consistent with the average width of the move-
ment fields of saccade-related neurons and population
activity in the intermediate layers of the SC (Munoz &
Wurtz, 1995b). The afferent delays, tdelay, of exogenous
and endogenous inputs were chosen so that the simula-
tions resemble the cell data of the macaque monkeys in
this study. The latency of visual responses of neurons in
the intermediate layers of the SC in monkeys studied in
the Munoz laboratory is always greater than 50 msec and
usually about 70 msec (Dorris et al., 1997); the typical
time for the delay of endogenous input is assumed to be
about 120 msec.

Output Parameters

SRTs were calculated from the time burst cells reach
80% of their maximal discharge rate. An additional 20
msec efferent delay was added, which is a typical value
found in recording and stimulation studies (Munoz &
Wurtz, 1995a; Sparks, 1978; Robinson, 1972).

SC Dynamics: = 10 msec, u0 = 0 or u0 = 100

The activity of buildup neurons increases during the gap
or instructed delay periods in saccadic tasks (e.g., Dorris
et al., 1997; Dorris & Munoz, 1998; Munoz & Wurtz,
1995a). The global inhibition was therefore set to u0 = 0
for these model cells. Burst neurons remain silent dur-
ing these periods and we therefore employed a strong
inhibition of u0 = 100 at the beginning of the simula-
tion. This inhibition is removed instantaneously when
the buildup nodes reach 80% of their maximal discharge
rate. The initial configuration is restored by the time the
burst nodes reach 80% of their maximal discharge rate at
which time the endogenous signal is also restored to the
initial fixation condition.

Node Parameters: = 0.07, ³ = 0

An increasing value of turns the output characteristic
of a node more towards the binary mode (on/off). As
buildup nodes show much variation of firing rates in a
medium range, we chose this parameter to be rather
small. The shift of the sigmoid function was arbitrarily
set to zero.

Interaction Matrix: a = 144, b = 48, c = 16,
a=0.6 mm, b = 3 a

Special attention has been given to the determination of
the interaction matrix. The distractor experiments dis-
cussed below revealed a general shape of the interac-
tion profile resembling the form of a Mexican hat similar
to that proposed by others (Kopecz, 1995; Arai et al.,
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1994). The particular values of the parameters above
have been chosen to fit the experimental data with the
simulations.

Input Parameters (Paradigm-Dependent): ton , toff,
aexo, aendo

The only parameters which have been varied between
different paradigms are the onset and offset times, ton

and toff, of exogenous and endogenous input signals, as
well as their associated strength values, aexo and aendo.
The values used will be described throughout the text.
Typical values of the strength, which are only modulated
slightly, are: aendo = 10 during active fixation (at the
beginning of the run) and the restoration of fixation (at
the end of the run), and aexo = 3 during a gap interval.
The amplitude of exogenous signals were in the range of
aexo = 50 to 70. The strength of the fixation offset was
usually set to aexo = – 10.

SIMULATIONS

Buildup Activity and the Gap Effect

The characteristic increase in the discharge of buildup
neurons following fixation removal in the gap paradigm
(Dorris et al., 1997; Dorris & Munoz, 1998; Munoz &
Wurtz, 1995a) is illustrated in the upper left panel of
Figure 1B. In this experiment, monkeys are required to
fixate on the center of a screen initially marked with a
fixation point (FP). After the FP is removed, the screen
remains dark for a period of time (gap interval = 300
msec) until a target (T) is presented in the response
field of the neuron, and the monkey is required to make
a saccade to the target. The buildup activity, beginning
during the gap period, is followed by a transient visual
burst after target appearance and a second motor burst
initiating the saccade to the target.

The pattern of activation of buildup nodes in our
model, which closely reflects this basic cell behavior, is
displayed as a blue line in the lower left graph of Figure
1B. The model was started with an initial value of ui(t =
– 400) = – 10 for the membrane potential of each node.
The times of fixation point disappearance and target
appearance were the same as in the monkey experi-
ment and are shown schematically at the bottom of
Figure 1B. In these simulations, the visual input ampli-
tude was set to aexo = 60, and the endogenous
amplitude at fixation was reduced from aendo = 10 to
aendo = 3 during the gap period. In addition, we show
the simultaneous average firing rate of a node in the
rostral pole (fixation node) with a green line in Figure
1B (lower left panel). The reciprocal behavior of build-
up and fixation nodes is analogous to the behavior of
such neurons in monkeys (Dorris et al., 1997; Munoz &
Wurtz, 1995a). The decay of the fixation activity, there-
fore, has two components which can be distinguished in

the model simulations: an exogenous component, di-
rectly related to the visual fixation offset; and an en-
dogenous component (Taylor et al., 1998), related to
preparation imparted by any signal that provides a
reliable warning (which in this case is also the disap-
pearance of the fixation point).

Finally, the red line in Figure 1B (lower left panel)
corresponds to the discharge profile of a burst node.
The saccade is generated during activation of the burst
nodes. The simulated burst discharge for burst nodes is
extremely brief, resulting from our simplified implemen-
tation with instant removal of inhibition to the burst
nodes once buildup activity reaches 80% of its peak
value, and instant reestablishment of inhibition after the
burst activity reaches 80% of its peak. Burst node activity
would assume a more realistic shape if inhibition were
applied and removed more gradually. Also, we used a
strong inhibition of the burst layer during active fixation
so that these nodes did not respond to exogenous input
as seen sometimes in cell recording data (Dorris et al.,
1997; Munoz & Wurtz, 1995a). We have not implemen-
ted more details at this stage, as the effects under
discussion do not critically depend on these character-
istics. We keep the model as simple as possible without
introducing too many parameters and concentrate in-
stead on the dynamic of buildup nodes.

Distractors

The Effective Interaction Profile Within the SC

It is well established that neurons in the intermediate
layers of the SC are organized into a topographical map
for saccade generation (Van Gisbergen, Van Opstal, &
Tax, 1987; Robinson 1972). Direct electrical stimulation
of a particular area in this map will initiate a saccade with
corresponding direction and amplitude into the contral-
ateral visual field. In addition, many neurons in the
intermediate layer of the SC also display transient dis-
charge following visual stimuli. The locations of the
visual receptive fields of these neurons overlap the
movement fields (Schiller & Wurtz, 1975). Therefore,
visual cues can be used to excite specific populations of
neurons in the SC that drive saccades to those visual
stimuli.

We explored the interaction structure in the SC by
employing a distractor paradigm (Olivier et al., 1998,
1999) while recording visual responses from neurons in
the intermediate layers of the SC. In these experiments,
a visual stimulus (distractor) was presented during the
gap interval of 100 msec before target appearance. This
irrelevant distractor was distinguished by color from the
target, and subjects were instructed to ignore it. This
irrelevant stimulus can, nevertheless, influence SRTs in
various ways. For example, if it is presented spatially
near the target, shorter SRTs are observed (Olivier et al.,
1999; Walker et al., 1997; Corneil & Munoz, 1996); in
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contrast, longer SRTs are observed when the stimulus is
presented remote from the target location. In this
article, we refer to such nontarget stimuli as ‘‘distrac-
tors,’’ regardless of their spatial relation to the target.

The average discharge pattern of the previously de-
scribed buildup neuron is shown in the upper middle
panel in Figure 1B from trials where a visual distractor
was presented near the target. Compared to trials with-
out distractors (Figure 1B, upper left panel), an addi-
tional peak of discharge occurred 70 msec after the
presentation of the distractor, which is a visual response
related to the sudden appearance of the visual distractor
in the neuron’s response field. The response of the same
buildup neuron from trials where a visual distractor was
presented remote from the cell’s response field is shown
in the upper right panel of Figure 1B. Instead of an
increase in discharge, as was the case with a near
distractor, the remote distractor led to inhibition of
the buildup activity (upper right panel). This attenuation
of buildup activity induced by the remote distractor is a
clear indication of effective long-distance inhibition rea-
lized at the level of the SC.

The influence of near and remote distractors on
buildup activity (measured in relation to buildup activity
in a no distractor baseline condition) can be used to
map the effective interaction structure within the SC. To
do this, we performed experiments where visual dis-
tractors were presented at various locations relative to
the preferred vector (direction and amplitude) of the
recorded cell. A schematic outline of the relative loca-
tions of the distractors in the visual field is shown in
Figure 1C. The monkey was required to generate a
saccade to a red target that was always presented in
the center of a neuron’s response field 300 msec after
fixation point disappearance in a block of trials. The
center of the response field of the neuron is shown as
the red area in Figure 1C. On the majority of trials, a
green distractor was presented 100 msec before target
presentation at some location in the visual field indi-
cated by the black points in Figure 1C. On a small
proportion of trials, no distractor (control condition)
was presented.

In the analysis of the cell data, we converted the visual
location of the distractors and the preferred location of
the cell to anatomical locations within the SC with the
following transformation formulas (Van Gisbergen et al.,
1987):

u ˆ Buln
R2 ‡ 2ARcos…©†

A
…8†

v ˆ Bvatan
Rsin…©†

Rsin…©† ‡ A
…9†

In these formulae, u represents the anatomical distance
(in mm) from the rostral pole in the SC along the axis
representing horizontal position, v is the perpendicular

distance, and R and © are the retinal eccentricity and the
meridional direction, respectively, of the target (in
degrees). The remaining symbols represent constants
with the following values: Bu = 1.4 mm; Bv = 1.8 mm/
rad; and A = 38. The calculated anatomical locations
corresponding to the visual locations of the distractor
are shown as black dots in Figure 1D, whereas the
estimated preferred location of the cell is shown as
white dot in Figure 1D.

We define an interaction indicator as the value of the
discharge rate at the maximum (or minimum) of the
distractor-related peak (or dip) relative to the buildup
activity in the control condition in which no distractor
was presented. Results of this analysis are summarized
in Figure 1D for two sample buildup neurons.1 The
black points indicate distractor locations where this
interaction indicator was sampled and areas between
the points were interpolated with a cubic fit. This
analysis indicates that the effect of the distractor de-
pended mainly on the distance between the distractor
location and the preferred vector of the neuron.
Furthermore, the comparison of the pattern of the
two cells suggests that this interaction profile is roughly
independent of the location of the cell within the SC.
This finding allows us to collapse the data from these
two cells into one graph (Figure 2) and to plot the
interaction indicator, w, as a function of the distance
from the distractor to the center of the neuron’s

0 1 2 3 4 5 6 7

-0.2

0

0.2

0.4

0.6

0.8

1

distance [mm]

r
w

Figure 2. The relative interaction strength between neurons defined
as the value of the distractor-related buildup discharge relative to the
buildup activity without a distractor and normalized to the maximal
value of distractor enhancement. Shown are data from two cells, one
cell (squares) that responds maximally to a distractor at R = – 19.48,
© = – 33.48, and another cell (triangles) that responds maximally to a
distractor at R = 1.78, © = 57.78. The distance is defined in relation to
these preferred directions. The asterisks, which are interpolated by a
line, represent the corresponding simulations of the model.
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response field. We used, in the following, the location of
maximum w with values (R = – 19.48, © = – 33.48;
Figure 2, squares) and (R = 1.78, © = 57.78; Figure 2,
triangles), respectively, as estimates of the center of the
response fields (shown as white dots in Figure 1D). The
‘‘distance’’ in Figure 2 is measured from these locations,
and the values of the interaction indicators w are
normalized to the values of maximal w for each cell
separately. The relative similarity of the interaction
patterns extracted from these two neurons located at
different collicular locations on the motor map com-
pares well with the assumption in our model of a
translation invariant effective interaction profile within
the SC, and the form of the data verify our assumption
of the corresponding form with short-distance excita-
tion and long-distance inhibition.

This effective profile of distractor interaction, however,
does not provide a direct measurement of the synaptic
efficacy. Rather, it is the sum over all cell activities in the
layer multiplied with the individual synaptic efficacy. To
quantify this interaction in our model (using the para-
meterization introduced in Equation 7), we chose values
for the parameters of the interaction matrix so that
simulated distractors have similar effects on the buildup
activity of buildup nodes as did real distractors upon real
neural activity in the monkey experiments. The model
simulation of the distractor effect, with the weight matrix
parameters used throughout this study, is illustrated by
the solid line in Figure 2.

Influence of Distractors on SRTs

In a distractor experiment, subjects are required to
ignore the distractor. However, when a distractor is
presented in close temporal relation with the target, it
has a pronounced effect on the SRTs (see also, Walker
et al., 1997; Corneil & Munoz, 1996). The SRTs can be
noticeably faster, compared with the control condition
of no distractor, when a distractor appears near to the
position of the target. In contrast, a distractor in the
opposite hemifield can increase SRTs considerably.

Our simulations illustrate that distractor effects can be
a direct consequence of the exogenous modulation of
surrounding neurons in the SC (compare upper and
lower panels in Figure 1B). As we have seen, remote
distractors reduce the activity of all distant neurons
including those coding for the target saccade (right
panel of Figure 1B) resulting in a prolonged SRT,
whereas near distractors enhance the activity of neurons
coding for the target saccade (middle panel of Figure
1B) facilitating SRTs. In Figure 3A, we show SRTs for
simulations without distractors and with distractors pre-
sented 50 msec before target appearance. In the simula-
tion, distractors were presented at the same position
(u = – 2.5 mm) as the simulated target location (near
distractor), which was also the preferred direction of the
recorded node, and at a location corresponding to a

collicular distance of 2 mm from the recorded buildup
node (remote distractor). The behavior of these simu-
lated SRTs resembles well the average behavior of hu-
man subjects in distractor experiments (Walker et al.,
1997; Corneil & Munoz, 1996).

Another contributing factor modulating SRTs in the
distractor paradigm, besides the spatial proximity of
distractor and target, is the temporal relation of the
two cues. It is only in a short temporal window, deter-
mined by the transient effect of the distractor signal and
the dynamics of the buildup layer, that the distractor will
influence the dynamics of saccade initiation (Walker
et al., 1997). In Figure 3B, we display the retarding effect
within our model simulations of a remote distractor
presented in various temporal relations to the appear-
ance of the target. The visual amplitude was set to
aexo = 50 in these simulations. The SRT was greatest
when the remote distractor was displayed in close
temporal proximity with the target.

Besides this dynamic influence of distractors on SRTs
via collicular interactions, it should be noted that a
distractor that precedes target appearance by a sufficient
duration can also serve as a warning signal that might
increase alertness and decrease temporal uncertainty
about target presentation. Thus, when a distractor sti-
mulus (whether visual or auditory) can be used to
predict the time of target onset, SRTs can be reduced
independently of the location of the distractor (Taylor
et al, 1998; Walker et al., 1997). Such SRT reductions
were also found in monkey experiments (Dorris, Olivier,
& Munoz, unpublished observations). In these cases, the
nondependence of the SRTs on the location of a visual
or auditory (Corneil & Munoz, 1996) distractor demon-
strates that this warning effect has, like the fixation offset
effect, global consequences for saccadic performance.
What has not been done yet is to teach the monkey that
an auditory signal reliably predicts the time of target and
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Figure 3. (A) Simulated SRTs in the distractor paradigm with a 50-
msec disparity between distractor and target onsets. Shown are
simulation data for SRTs without distractor (no), for a near distractor
presented at the same position as target (close), and for a distractor
with receptive field 2 mm distant from the receptive field of the target
(remote). (B) Difference between SRT during the remote distractor
condition and the no distractor condition (distractor minus no
distractor) for distractors presented at various times in relation to the
appearance of the target.
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then record from SC neurons to see if these reductions
are mediated by a reduction in fixation activity following
the auditory event (what Taylor et al, 1998 refer to as
endogenous fixational disengagement).

Antisaccades

In the antisaccade task, subjects must move their eyes to
a location that is opposite to that of the stimulus
(Everling & Fischer, 1998; Hallett, 1978). Human beha-
vioral data collected by Forbes and Klein (1996) are
shown in Figure 4A. Considering correct saccadic re-
sponses only, subjects are slower at initiating antisac-
cades compared with prosaccades. In addition, the gap/
overlap effect is reduced in the antisaccade paradigm;
the subjects were on average 51 msec slower in the
overlap condition compared to the gap condition in the
prosaccade task, whereas this difference was only 31
msec in the antisaccade task.

Both of these effects are inherent in our model as can
be seen in the simulation results (Figure 4B). The
antisaccades consistently had longer SRTs than prosac-
cades. In addition, the difference between SRTs in the
overlap condition versus gap condition was 48 msec in
the prosaccade task and only 18 msec in the antisaccade
task. In these simulations, we used an initial endogenous
amplitude aendo = 7, set the fixation offset to aexo = – 5,
and increased the exogenous amplitude slightly to
aexo = 70. The gap and overlap intervals in both the
human performance experiments and the simulations
were 200 msec.

It is instructive to see how the prolonged SRTs for
antisaccades compared to prosaccades are produced
within our model. In the prosaccade task, the exogen-
ous signal triggers cell activity at the location to which
the saccade should be made. This activity is then con-
sistent with, and thus facilitates, the buildup initiated by
an endogenous signal at the same location. This is
contrary to antisaccades where no such facilitating exo-
genous activity is present. Instead, the exogenous input
arrives at the stimulated location (Figure 4C) and not at
the location to which the antisaccade must be made
(Figure 4D). Thus, in the antisaccade task, the exogen-
ous signal is also a remote distractor with respect to the
required response (and endogenous input). These ac-
tivity profiles of our model nodes are similar to the
activity profiles of cells recorded from the SC of mon-
keys in the antisaccade task (Everling, Dorris, Klein, &
Munoz, 1999; Everling, Dorris, & Munoz, 1998).

It is thus interesting to note that the exogenous
visual signal in the antisaccade task has a similar effect
to that seen with a remote distractor. The sudden
appearance of the exogenous stimulus reduces buildup
activity at all remote locations (see Figure 2), which
includes the location required to initiate the saccade,
adding to the time required for the endogenous input
to build up the necessary activity to initiate the anti-
saccade. The prolonged time needed for the initiation
of an antisaccade relative to a prosaccade also reduces
the effect of the fixation offset. This in turn reduces the
SRT differences in the overlap versus gap condition, as
can be seen in the human performance as well as
simulated data.

Target Location Probability

To study the effect of varying the location-specific
endogenous context within which an exogenous signal
is presented, we designed an experiment wherein a
target could appear at one of two possible locations in
opposite areas of the visual field within an otherwise
standard prosaccade task. The probability of the appear-
ance of the target at one location was set to be larger
than at the other possible location. In the following
experiments, the target appeared in 80% of the trials at
the more likely location, whereas the target appeared in
only 20% of the trials at the opposite location. SRTs of
human subjects in such experiments are shown in
Figure 5A (Simpson & Klein, 1997). The gap and overlap
intervals were fixed to 200 msec. Our behavioral experi-
ments revealed that SRTs of human subjects were faster
when the more likely target was presented and thus the
expected saccade was made (Figure 5A, squares) than
when unexpected saccades were made (to the less likely
target) (Figure 5A, circles). Furthermore, the difference
between the SRTs to the likely and unlikely target was
consistently greater in the gap condition compared to
the step and overlap conditions.

Target location Saccade location

Overlap      Step        Gap Overlap      Step        Gap

Human Model

-200           0           200 -200           0           200
time [msec] time [msec]

600

400

200

0

600

400

200

0

S
R

T
 [m

se
c]

S
R

T
 [m

se
c]

di
sc

ha
rg

e 
ra

te
 [H

z]

di
sc

ha
rg

e 
ra

te
 [H

z]

A B

C D

350

300

250

200

300

250

200

Figure 4. Upper row: SRTs for prosaccades (circles) and antisaccade
(squares) within the overlap, step, and gap condition. (A) Human
performance data from Forbes and Klein (1996), (B) Model simulation.
Lower row: Simulated model node activities for buildup nodes (thick
line) and burst nodes (thin line) in an antisaccade task within the gap
condition; (C) for a node with a response field corresponding to the
target location, (D) for a node with a response field corresponding to
the saccade location.
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In our simulations, we model the target probability
information as a weak pretarget endogenous input at
the more likely target location. This endogenous prob-
ability amplitude was thereby set to aendo = 3 at – 200
msec before target appearance. This was the same level
as the amplitude of the central endogenous signal
during the gap interval. The exogenous amplitude was
set to aexo = 50. Results for the simulations of SRTs with
a 100-msec overlap of fixation and target, within the step
condition, as well as a 100-msec gap interval are shown
in Figure 5B. The simulated data reflects well the effect
in human behavior. Similar findings have been reported
previously by our group (Trappenberg et al., 1997) with
a different set of parameters, illustrating the stability of
these findings.

Essential in our proposed mechanism leading to short-
er SRTs to the more likely target is that the additional
endogenous signal is integrated before target appear-
ance.2 This information leads to an enhanced buildup of
activity at the more likely target location compared to
the less likely target location. This pretarget buildup is
most pronounced in a gap condition because removal of
the fixation inhibition allows a greater buildup than in
the overlap condition. The buildup of activity in the gap
condition is shown in Figure 5C for different values of
the amplitude aendo of the pretarget endogenous signal
at the target location (local preparation). Similar beha-
vior was found in neuronal recordings obtained from
buildup neurons in the monkey SC (Basso & Wurtz,

1998; Dorris & Munoz, 1998). In our model, simulated
saccadic latencies decrease as the amplitude of endo-
genous pretarget activity increases (Figure 5D); a pre-
diction that is confirmed by Dorris and Munoz (1998,
Figure 8B). Examination of SRTs as a function of target
location probability, manipulated parametrically, would
provide useful converging evidence.

Express Saccades

Finally, we outline a possible source of bimodal distribu-
tions of SRTs. The fast components of these distribu-
tions have been referred to as ‘‘express’’ because they
have much shorter SRTs compared to those of the
slower mode representing regular saccades (Paré &
Munoz, 1996; Fischer & Weber 1993; Fischer & Boch,
1983; but see Kingstone & Klein, 1993).

In the simulations of the paradigms discussed so far,
we have suppressed the noise term in the motor dy-
namics (Equation 2). Noise represents the stochastic
nature of brain processes. The noise term in Equation
2 was included to represent possible stochastic proces-
sing in the motor layer itself, as well as possible varia-
bility in the input signals. A reasonable amount of this
noise will not alter the results of the paradigms dis-
cussed so far and was therefore not included in the
simulations shown in the preceding figures in order to
illustrate more clearly the principle form of node activ-
ities. However, some variability in processing is instru-
mental in the generation of distributions of SRT. Hence,
we included noise in the simulation presented in this
section.

SRTs depend critically on the level of buildup activity,
which in turn is driven by the values of exogenous (e.g.,
fixation removal) and endogenous (preparatory) input.
Variability in these driving sources will lead to some
variability in SRTs. The form of the resulting distribution
of SRTs depends, however, on the dynamics of the motor
layer. Our goal in this section is to demonstrate that the
dynamics of the motor layer can thereby produce bimo-
dal SRT distributions from a unimodal noise source.

In the simulations, we used visual amplitudes of
aexo = 55 and a central endogenous fixation amplitude
of aendo = 3 as well as a peripheral, target location-
specific endogenous amplitude of aendo = 2. The gap
period was set to 200 msec. We included noise with a
strength factor of a = 20. The resulting distribution of
simulated SRTs for 383 trials reveal two modes (Figure
6A): a later mode of SRTs typically observed in our
simulations, and an earlier mode, reminiscent of express
saccades. The activity level of a node on a simulated trial
with regular SRT is displayed in Figure 6B. This resem-
bles the behavior of saccade initiation within the gap
paradigm illustrated earlier for both model and real
neurons (compare to leftmost panels of Figure 1B).
However, the mechanism underlying the fast mode
(express saccades) is evident in Figure 6C, which shows
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Figure 5. Gap/overlap effect for targets with different probabilities of
appearance. (A) SRTs of human subjects saccading to two possible
target locations. SRTs to a location at which the target appeared in 80%
of the trials are shown as squares, whereas SRTs to the less likely
location in which the target appears 20% of the trials are shown as
circles (from Simpson et al., 1997). (B) Corresponding simulated SRTs
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target based on target location probability. (C) Simulated buildup
activities with different levels of pretarget endogenous input
(aen = 0,1,2,3,4). The corresponding SRTs are shown in (D).
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the activity level of the same node on a simulated trial
with short SRT. The fluctuations are large enough so
that the visual peak sometimes generates the saccade.
This parallels the motor preparation hypothesis for
express saccade generation (Dorris et al., 1997; Paré &
Munoz, 1996), which suggests that increased buildup
activity in advance of target presentation may allow the
visual burst to surpass the threshold for eliciting a
saccade. If there is not enough buildup activity in
advance of target presentation, the visual burst does
not surpass this threshold and a subsequent motor burst
must occur later in time (Dorris et al., 1997; Edelman &
Keller, 1996). Bimodal SRT distributions in the gap
condition have led some investigators (e.g., see Fischer
& Weber, 1993) to hypothesize that the saccades from
different modes are produced through essentially differ-
ent neural pathways. Our demonstration, that bimodal
SRT distributions can be produced entirely by the
characteristics of collicular processes, provides a simula-
tion-based challenge to multiple pathway explanations
of bimodality.

DISCUSSION

Computational models of behavioral phenomena, like
those we have explored here, are explicitly designed to
predict or generate the target behavior. We refer to this
feature as the model’s sensitivity to ‘‘top-down’’ con-
straints. Partly because a multitude of such models can
be formulated to produce a particular behavioral pattern

and partly because cognitive neuroscience seeks to
understand how behavior is implemented in the brain,
whenever possible, such models ought also be sensitive
to the ‘‘bottom-up’’ constraints of generating the beha-
vior of the neurons thought to be responsible for the
target behavior (Trappenberg & Klein, 1999). The
strength of our model is that it accurately simulates a
variety of oculomotor (behavioral) phenomena while
also simulating the underlying neuronal behavior.

The intermediate layers of the SC receive convergent
input from many cortical and subcortical sources in-
volved in saccade generation (Sparks & Hartwich-
Young, 1989). This integration is often reflected in
models with a winner-take-all component. Kopecz
(1995) and Kopecz and Schöner (1995) first realized
that a dynamic integration of exogenous and endogen-
ous signals could explain the SRT reduction associated
with the gap effect. They termed this dynamic compo-
nent ‘‘readiness dynamics’’ and proposed a description
of this dynamic using neural fields of the type studied
by Amari (1977). Here, we take this approach a step
further by arguing that this readiness dynamic is indeed
realized in the primate SC. Hence, modifications of the
model by Kopecz and Schöner have been made to
reflect more directly physiological constraints including
a close comparison of behavioral and cell data in a
broad range of paradigms.

It is important to note that our model exhibits a direct
correspondence to that of Arai et al. (1994). Both
models equivalently implement a collicular map with a
laterally interacting layer of model cells. Arai et al.
adjusted the lateral weights of the motor layer by
training the network to reproduce the spatio-temporal
activity pattern in the SC. They found an interaction
matrix that depends only on the distance between the
nodes and which exhibits short-distance excitatory and
long-range inhibitory values resembling the interaction
matrix used in this study. In this article, we provide
additional, direct and independent support for this form
of collicular interactions from cell data and behavior
studies. Unlike the model by Arai et al., we have not
implemented a burst generator module (Scudder, 1988;
Van Gisbergen et al., 1981), nor do we include a negative
feedback loop to control saccade accuracy (Optican,
1995; Arai et al., 1994; Massone, 1994; Lefêvre & Galiana,
1992) as we are more interested in the dynamics of
saccade initiation than in the metrics and dynamics of
the movements themselves.

We believe that our model of the dynamics of saccade
initiation is compatible with more global models of the
oculomotor system that include other cortical and sub-
cortical areas (see, e.g., Lefêvre, Quaia, & Optican, 1998;
Grossberg, Roberts, Aguilar, & Bullock, 1997; Dominey
& Arbib, 1992). The inclusion of computational machin-
ery outside the SC in these models was required to
account for memory-guided saccades and some aspects
of target selection that in our framework are included in
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Trappenberg et al. 267



our control of endogenous signals. One of the most
advanced models of the saccade-generating system itself,
including the SC, is the model by Grossberg et al. (1997).
These authors focus in particular on the generation and
translation of representations of the visual world, and
are able to account for several adaptive effects within
their model. We do not focus on adaptive effects in this
article, but instead, concentrate on particular aspects in
the dynamic of saccade initiation. It would be interesting
to see if the intra-collicular interaction structure pro-
posed in this article can emerge within the model by
Grossberg et al. (1997).

The interaction structure was probed with a unique
new method using single cell recordings in a paradigm
with distractors. The results of these experiments are
consistent with an interaction structure characterized by
excitatory interactions between collicular areas with
anatomical distances less than around 1 mm, and inhibi-
tion between more remote collicular sites. This is con-
sistent with anatomical and physiological findings
(Meredith & Ramoa 1998; Munoz & Istvan, 1998; Olivier
et al., 1998; Behan & Kime 1996; Mize et al., 1991;
McIlwain 1982), and also resembles the interaction
profile found by Arai et al. (1994).

The mechanisms leading to the effects discussed in
this article are simple enough to provide a satisfactory
understanding and analysis of several aspects of sacca-
dic initiation. Various inputs compete within the SC
through lateral interactions. The corresponding dy-
namics of this competition account for several SRT
effects. We found it useful to classify the inputs to
the SC into exogenous (direct visually guided) and
endogenous (voluntary or intentional). This scheme is
useful in the classification of behavioral effects, and can
also be given concrete meaning in brain mechanisms.
Visual (exogenous) information reaches the intermedi-
ate layers of the SC within around 70 msec in monkeys
after appearance of visual stimuli and is always location-
specific. These signals, which are transient in nature,
represent a lower form of visual information proces-
sing. Meaning can be attached to these signals with
further (presumably cortical) processing. Such stimulus-
based endogenous information reaches the SC only
after an additional delay. In contrast, voluntary prepara-
tion of a saccade can be implemented by endogenous
activation before the appearance of a stimulus (exo-
genous input).

Location-specific activity of buildup cells from sepa-
rate exogenous and endogenous sources are present
in the antisaccade task. Activity related to instructional
(endogenous) information is seen at the site corre-
sponding to the saccade location. However, activity
related to the visual target (exogenous) occurs at the
opposite collicular location. We have shown that the
influence of isolated exogenous responses on collicu-
lar map dynamics can be studied by using distractor
experiments.

The influence of endogenous factors on collicular
map dynamics was also studied with a paradigm includ-
ing several possible targets with different probabilities of
appearance. To date, most studies of saccade initiation
effects have not attempted to distinguish between the
different mechanisms classified in our scheme and
therefore, present a mixture of these effects. An example
is the gap/overlap effect, which has endogenous as well
as exogenous components. Although this effect is mainly
determined by global mechanisms, depending on ex-
perimental conditions, it can also have location-specific
components. For example, if the target location or time
of appearance is not randomized, there can be an
endogenous location-specific component, facilitating
the generation of express saccades.

Further evidence for the involvement of lateral excita-
tion and remote inhibition in saccade generation is
found in studies of averaging saccades produced by
two-point electrical stimulation in the SC (Van Opstal
& Van Gisbergen, 1989; Robinson, 1972). Behavioral
findings have shown that averaging saccades tend to
occur when two targets are in close proximity (for recent
examples, see Chou, Sommer, & Schiller, 1999; Edelman
& Keller, 1998; Walker et al., 1997). As the angular
distance between the targets is increased, the percen-
tage of averaging saccades observed is diminished (Chou
et al., 1999). Additional findings have revealed that when
two target stimuli are presented in close proximity,
averaging saccades occur at short latencies (i.e., express
saccade range), while longer latency saccades do not
average (Chou et al., 1999; Edelman & Keller, 1998). Of
particular interest here is that the movement fields of
individual saccade-related neurons in the intermediate
layers of the SC were larger in size for averaging saccades
(Edelman & Keller, 1998) suggesting that lateral inter-
actions at the level of the SC may play an important role
in the generation of averaging saccades.

Our model also makes specific predictions regarding
the effects of local inactivation of populations of neu-
rons on the SC motor map. Such pharmacological
manipulations (Davidson, Everling, Lablans, & Munoz,
1999; Aizawa & Wurtz, 1998; Munoz & Wurtz, 1993;
Schiller, Sandel, & Maunsell, 1987; Hikosaka & Wurtz,
1985) lead to changes in the SRT. A future step in model
development will be to try to accommodate these
results by removing subsets of elements within the
dynamic layer of the SC. We predict that removal of
the fixation elements will make the model unstable
thereby producing many premature or unwanted sac-
cades. In addition to undertaking such direct tests of the
model, we also plan to increase the range of behavioral
paradigms that can be simulated with the simple SC
model, and to begin to characterize the contributions of
cortical and subcortical systems to the programming,
initiation, and execution of saccadic eye movements.

As mentioned above, we have demonstrated that a set
of parameters exists such that various behavioral and cell
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pattern can be modeled. A further question is how these
parameters are adjusted by nature. For example, we
have mentioned in the discussion of express saccades
that the levels of endogenous and exogenous inputs
have to be in a certain range in order to display bimodal
distributions. Express saccades are strongly influenced
by learning (Paré & Munoz, 1996), and it is hence
interesting to search for the corresponding neural me-
chanisms. We are currently exploring various extensions
of our model in this direction.
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Notes

1. Because a report describing neural activity during the
distractor paradigm is in preparation, it is not appropriate to
make a fuller presentation of those findings here. Suffice it to
say that Olivier et al. have recorded from about 40 neurons in
this paradigm and the two whose data are illustrated in Figure
1D are representative.
2. An alternative mechanism might be proposed: The more
likely target could give rise to a stronger endogenous target
signal. Although such a mechanism might be operating along
with the endogenous pretarget signal we have hypothesized,
the proposal that on its own it might account for the effect of
target probability can be easily dismissed. First, the advantage
for likely targets would be equivalent in all gap/overlap
conditions leading to a global shift of the SRT curve. However,
this is not what is seen (Figure 5A). More directly, Dorris and
Munoz (1998) have reported that pretarget buildup activity is
sensitive to target location probability.
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